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Normal-hearing (NH) listeners make use of context, speech redundancy and top-down linguistic
processes to perceptually restore inaudible or masked portions of speech. Previous research has
shown poorer perception and restoration of interrupted speech in CI users and NH listeners tested
with acoustic simulations of CIs. Three hypotheses were investigated: (1) training with CI simula-
tions of interrupted sentences can teach listeners to use the high-level restoration mechanisms more
effectively, (2) phonemic restoration benefit, an increase in intelligibility of interrupted sentences
once its silent gaps are filled with noise, can be induced with training, and (3) perceptual learning
of interrupted sentences can be reflected in clinical speech audiometry. To test these hypotheses,
NH listeners were trained using periodically interrupted sentences, also spectrally degraded with a
noiseband vocoder as CI simulation. Feedback was presented by displaying the sentence text and
playing back both the intact and the interrupted CI simulation of the sentence. Training induced no
phonemic restoration benefit, and learning was not transferred to speech audiometry measured with
words. However, a significant improvement was observed in overall intelligibility of interrupted
spectrally degraded sentences, with or without filler noise, suggesting possibly better use of restora-
tion mechanisms as a result of training. VC 2014 Acoustical Society of America.
[http://dx.doi.org/10.1121/1.4892756]

PACS number(s): 43.71.Es, 43.71.Rt, 43.66.Ts [PBN] Pages: 1344–1351

I. INTRODUCTION

Normal-hearing (NH) listeners use top-down repair for
enhancing speech perception in complex listening situations.
The benefit of such repair can be demonstrated with percep-
tion of temporally interrupted sentences with silent gaps,
even when a significant proportion of speech is missing
(Başkent and Chatterjee, 2010; Miller and Licklider, 1950),
as well as with specific paradigms, such as phonemic restora-
tion (Powers and Speaks, 1973; Warren, 1970). In the latter,
intelligibility of interrupted sentences increases once the
silent gaps are filled with loud noise bursts even though the
noise does not add to the existing speech information
(Powers and Wilcox, 1977; Srinivasan and Wang, 2005;
Verschuure and Brocaar, 1983). Adding the filler noise cre-
ates an ambiguity where the central perceptual nervous sys-
tem cannot tell if the interrupted speech signal is indeed
interrupted, or just continuous and masked by intermittent
noise. When faced with such ambiguity, the brain tends to-
ward forming an object, a speech stream, from the speech
segments using perceptual grouping mechanisms (Bregman,
1994). Further, such ambiguity increases the number of

potential alternatives during lexical activation, increasing
the chances for a better fit. Consequently, linguistic rules,
prior knowledge, expectations and context are used to restore
interrupted speech (Bashford et al., 1992; Bronkhorst et al.,
1993; Sivonen et al., 2006; Srinivasan and Wang, 2005),
which is a highly cognitive process that involves linguistic
skills of the individual (Benard and Başkent, 2013; Benard
et al., 2014).

Speech redundancy also plays an important role in resto-
ration of degraded speech. In general, speech signals are
highly redundant, so that the human perceptual system can
still rely on remaining acoustic cues after distortions, caused
in natural listening environments, that make some cues
inaudible or inaccessible. Because of this, robust human
communication can be achieved (Cooke et al., 2001). The
positive effect of such redundancy is shown by robust intelli-
gibility of speech where spectral (Başkent and Shannon,
2006; Lippmann, 1996; Warren et al., 1995) or temporal (Jin
and Nelson, 2010; Miller and Licklider, 1950) segments are
removed. In the case of periodic temporal interruptions, in
fact, intelligibility of speech remains high for a wide range
of interruption rates. However, the intelligibility of inter-
rupted speech reduces when speech redundancy is further
compromised with additional distortions, for example, as it
may happen in hearing loss, where high frequency speech is
inaudible (Başkent, 2010; Bhargava and Başkent, 2012).
This can also happen with cochlear implants (CIs), implant-
able auditory prostheses for profoundly hearing impaired
people, where spectral resolution is inherently degraded and
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temporal fine structure is not fully transmitted (Başkent and
Chatterjee, 2010; Chatterjee et al., 2010; Nelson and Jin,
2004). Hence, while perceptual restoration of speech is
highly cognitive, the changes in the bottom-up speech sig-
nals, due to hearing loss, hearing-device processing, or hear-
ing device-auditory nerve interaction, can also affect the top-
down restoration (Başkent, 2012; Başkent et al., 2009, 2010;
Bhargava et al., 2014). The limited help from high-level
restorative processes, because the signal does not contain the
necessary or appropriate speech cues to induce top-down
repair mechanisms, is perhaps a contributing factor to the
challenges that CI users face in understanding speech in
complex listening situations with background noise (Fu and
Nogaki, 2005; Stickney et al., 2004).

Benard and Başkent (2013) hypothesized that more
effective use of high-level perceptual mechanisms can be
achieved through training. This was confirmed by the
improvement observed in perception of interrupted speech,
which was not degraded otherwise, after a short but intensive
training was provided. In the present study, we hypothesized
that interrupted speech that is additionally degraded with a
CI simulation can similarly be trained. If this were the case,
it would open the possibility to training actual CI users with
a new approach that could possibly increase their speech
intelligibility in noise. To date, there have been a number of
studies for training CI users and NH listeners with CI simu-
lations. Such auditory training so far has had a focus on
training with words or sentences (Davis et al., 2005;
Hervais-Adelman et al., 2008) or complex environmental
stimuli (Loebach and Pisoni, 2008; Smalt et al., 2011), with
computer-based (adaptive) training programs (Fu et al.,
2005; Oba et al., 2011; Stacey et al., 2010; Zhang et al.,
2012), and sometimes also with additional feedback pro-
vided with visual cues (Ingvalson et al., 2013), but they have
not been particularly designed to engage the high-level cog-
nitive restoration mechanisms per se.

In the present study, we propose a new training para-
digm using degraded speech with temporal interruptions,
which enforces listeners to rely on top-down repair (similar
in design to Benard and Başkent, 2013). While the ultimate
aim is to potentially teach CI users to use high-level repair
mechanisms better and thus to improve speech perception in
complex listening situations, as a first step, we started with
an acoustic simulation of CIs. More specifically, we
hypothesized that the perception of CI simulations of inter-
rupted sentences can improve, despite the poor baseline
intelligibility performance shown by Chatterjee et al. (2010)
and Başkent (2012). This is a situation CI users specifically
have difficulties with (Nelson and Jin, 2004). Previous stud-
ies have also shown reduced restoration benefit in acoustic
CI simulations presented to NH listeners (Başkent, 2012),
and different patterns in restoration in CI users than in NH
listeners (Bhargava et al., 2014). Therefore, we secondly
hypothesized that more effective use of high-level cognitive
mechanisms through training with CI processed and inter-
rupted speech could also teach listeners to derive a restora-
tion benefit. To test these hypotheses we trained NH
listeners with interrupted speech that was also spectrally
degraded with a noiseband vocoder as an acoustic simulation

of CIs (Başkent, 2012; Friesen et al., 2001; Shannon et al.,
1995). We thirdly hypothesized that the learning effect could
also be reflected in a clinical speech audiometry. To test this
hypothesis we used a word identification test typically used
in Dutch clinics (Bosman and Smoorenburg, 1995). More
specifically, we measured intelligibility of CI simulations of
uninterrupted words presented in noise, before and after the
training with CI simulations of interrupted sentences.

II. MATERIAL AND METHODS

A. Listeners

Twenty-four native speakers of Dutch between the ages
of 18 and 23 years (mean age¼ 20.9 years, SD¼ 2.0 years,
10 women) participated in this study. They were not familiar
with listening to interrupted speech in general, with the
speech materials used, and with CI simulations. Normal
hearing was confirmed via a hearing test [at audiometric fre-
quencies of 0.5 kHz up to 4 kHz, hearing thresholds of 20 dB
hearing level (HL) or less], and speech and language prob-
lems were further ruled out via a questionnaire. The listeners
were divided into four experimental groups, matched on age.

The Medical Ethical Committee of the University
Medical Center of Groningen approved this study. The lis-
teners were recruited by poster announcements at public pla-
ces and they received payment for participation. At least two
weeks before the experiment they were informed about the
details of the study. The written informed consent was col-
lected prior to participation.

B. Training with sentences

1. Stimuli

Speech stimuli used for training were Dutch sentences
spoken by a male speaker (Versfeld et al., 2000). These sen-
tences are meaningful, rich in context, semantically neutral,
and represent conversational speech. The stimuli were digi-
tally recorded at a sampling rate of 44.1 kHz. The corpus
consists of 39 sets. Each set consists of 13 unique sentences,
4 to 9 words per sentence, with a total of 74 to 88 words in
each set. The filler noise added to the silent gaps of inter-
rupted sentences to induce restoration was a steady speech-
shaped noise. This noise was generated by Versfeld et al.
(2000), by filtering white noise with a filter that matched the
long-term average speech spectrum of the recorded senten-
ces. The sentences were presented to the participants at
60 dB sound pressure level (SPL) and the filler noise at
70 dB SPL, calibrated at the approximate position of the par-
ticipant’s ear (based on procedures by Başkent et al., 2009;
Benard and Başkent, 2013).

2. Signal processing

Temporal interruption. The sentence stimuli were peri-
odically interrupted at a rate of 1.5 Hz by a square wave,
with a duty cycle of 50% (similar to the method used by
Benard and Başkent, 2013). The on and off transitions were
ramped with a 10 ms raised cosine-ramp to prevent
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distortions from abrupt changes in the signal. This resulted
in portions of the original signal interspersed by silent inter-
ruptions, each with a duration of 333 ms. The average length
of the sentences is 2.47 s, which resulted in each sentence
being interrupted 3 to 4 times. In this experiment we used
two versions of interrupted sentences; one with silent gaps,
and one with these gaps filled with the filler noise. The filler
noise was produced by applying the same square-wave to the
speech-shaped noise with an inverse phase. When the filler
noise was added, the portions of speech and filler noise over-
lapped such that the midst of the speech and filler noise
slopes crossed each other at every transition (see Başkent,
Eiler, and Edwards 2009 for further details).

Spectral degradation. The interrupted sentences with
and without filler noise were spectrally degraded using a
noiseband vocoder as an acoustic simulation of CIs
(Başkent, 2012; Shannon et al., 1995). The noiseband vo-
coder was selected as the CI simulation, instead of, for
example, a sinewave vocoder, as previous literature relevant
to this study also used this kind of acoustic simulation of CIs
(Başkent and Chatterjee, 2010; Başkent, 2012; Bhargava
et al., 2014). The processing parameters were also selected
based on this literature. The bandwidth of the interrupted
sentences was first limited to 150–7000 Hz, and then divided
into eight channels by means of sixth order Butterworth
band-pass filters. The cut-off frequencies of these filters
were based on Greenwood’s frequency-position function of
equally spaced distances of the basilar membrane in the
cochlea (Greenwood, 1990). This represented CI electrodes
that are equally spaced in the cochlea. The envelope of each
of the eight channels was extracted by means of half-wave
rectification, followed by a third order low-pass Butterworth
filter with the cutoff frequency of 160 Hz. White noise was
processed in a similar manner, resulting in eight noise carrier
bands with equal frequencies as the analysis filters. These
were modulated with the corresponding envelopes in each
channel and were subsequently added together to produce
the CI simulated speech.

3. Procedure for sentence identification test

The sentence identification test procedure was similar to
that used by Benard and Başkent (2013). The sets of sentences
were selected at random for each condition and processed
online using MATLAB on a Macintosh computer. The processed
stimuli were directed from the digital output of an AudioFire 4
external soundcard of Echo Digital Audio Corporation (Santa
Barbara, California, USA) to a Tannoy 8D Precision active
near-field speaker (Coatbridge, UK) situated in an anechoic
chamber. The participants were seated in this chamber, at a dis-
tance of approximately 1 m from the speaker, facing the
speaker and the monitor. They listened to the audio stimulus
presented from the free-field speaker, and repeated what they
heard. During training, the visual feedback was presented on
the monitor. The responses of the participants were recorded
with a digital voice recorder, DR-100 digital by Tascam
(Montebello, CA, USA), for a double check of the responses
offline. The experimenter was seated outside the anechoic

chamber and listened online to the presented stimuli and to the
responses of the participants, via a headphone attached to the
digital voice recorder. Following the participant’s response, the
experimenter scored the correctly repeated words using a cus-
tomized MATLAB graphical user interface. The experimenter
then presented the next sentence stimulus after a cue from the
participant (by saying the word “next”). Participants were
encouraged to guess the missing words as much as they could.
The task was, hence, to “repeat all words you have heard, even
if this leads to a nonsense sentence. Guess the missing words
and try to complete the sentence.” The MATLAB program auto-
matically calculated the percentage of correctly identified
words (the ratio between the total number of correctly repeated
words and the total number of words within the sets presented)
and kept log-files of the scoring of the experimenter. Twenty-
six unique sentences (two sets, randomly selected) were used
in each measurement before and after training, and in each
training session. As a result, participants were exposed to 234
unique sentences in total.

C. Speech audiometry with words

1. Stimuli

For speech audiometry, we used a word identification
test in noise (Bosman and Smoorenburg, 1995), which is typ-
ically used in Dutch clinics to assess the speech intelligibility
performance. The only modification was the application of
the CI simulation, but stimuli were not processed otherwise,
and no interruption was applied. The words in the database
were Dutch consonant-vowel-consonant (CVC) words spo-
ken by a female speaker, and digitally recorded at a sampling
rate of 44.1 kHz. The corpus consists of 16 lists. Each of the
lists consists of 12 common and meaningful Dutch words
with 3 phonemes each (36 phonemes in total). The lists of
words were constructed by selecting an initial consonant, a
vowel in the middle, and a final consonant, from three differ-
ent sets of phonemes. All phonemes of a set were used only
once per list and the sets were of nearly the same perceptual
difficulty (Bosman, 1989). The background noise, a steady
noise shaped in accordance with the long-term average spec-
trum of the female speaker, was provided with the original
database for the purpose of performing speech-in-noise tests
in speech audiometry. The words were presented to the par-
ticipants at 60 dB SPL and the background noise at 60, 55,
and 50 dB SPL [with signal-to-noise ratios (SNRs) of 0, 5,
and 10 dB, respectively].

2. Procedure for word identification test

All groups were tested with CI simulated words-in-noise
before and after the measurements with CI simulated inter-
rupted sentences. The experimental setup and procedure was
similar to the testing with sentences. The order of the differ-
ent SNRs was randomly selected and presented by 24 unique
words (two lists, randomly selected) per condition.

D. Overall procedure

All four experimental groups were tested with CI simu-
lations of interrupted sentences with or without filler noise
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and with CI simulated words-in-noise, before (B1 and B2)
and after (A1 and A2) the five training sessions (T1–T5).
The testing procedures for the four listener groups differed
only during the training sessions, see Table I for more details
on the experimental procedure.

The silence group (SG) was tested with interrupted sen-
tences with silent gaps without the filler noise. The noise
group (NG) was tested with interrupted sentences with the
filler noise. These two groups received feedback after their
verbal response during the training sessions. This feedback
consisted of playing back once the uninterrupted and once
the interrupted CI simulation of the sentence, while the text
of the sentence was simultaneously displayed on the monitor
(based on Benard and Başkent, 2013; Davis et al., 2005;
Hervais-Adelman et al., 2008). The other two groups, the
noise group no feedback (NGnoF) and the silence group no
feedback (SGnoF), received no feedback during the training
sessions and they served to study the effectiveness of the
feedback provided. Another group to complete the design
could have been a group tested with CI simulated but not in-
terrupted sentences. However, this was practically not possi-
ble, as the baseline scores in this condition were already
close to ceiling [see Bhargava et al. (2014) for a similar con-
dition], leaving no room for improvement from perceptual
learning.

The entire experiment was completed within one week,
including the screening of the participant, the word and sen-
tence identification measurements before and after training,
and the training sessions spread over three days.

III. RESULTS

A. Training effect on intelligibility of temporally
interrupted spectrally degraded sentences and
phonemic restoration

Figure 1 shows the average percent correct scores for
intelligibility of CI simulated and interrupted sentences as a
function of testing and training sessions. In each panel, the
scores of the measurements B1, B2, for before, and A1, A2,
for after training, are represented in the left and right seg-
ments, respectively, and the scores of the training sessions
T1–T5 in the middle segments, see Table I for more details
on the experimental procedure. Either the first (B1) or the
second (B2) baseline measurement before training could be

the initial silence (S) or noise (N) condition, depending on
the training group (see Table II).

The effect of training on intelligibility of CI simulated
and interrupted sentences (hypothesis 1) was first analyzed
by comparing the performance before training (B1, B2) with
after training (A1, A2). This comparison shows that training
increased the performance of all groups (Table II), by 10.8
to 21.6 percentage points for the groups tested with feed-
back, and 5.5 to 10.9 percentage points for groups tested
without feedback. This effect was significant, shown by a
three-factor repeated measures analysis of variance
(ANOVA) run on the data presented in the measurements
B1, B2, A1, and A2 (with before and after training and the
addition of the filler noise as two within-subjects factors, and
the addition of feedback as the between-subjects factor). The
average intelligibility for the four listener groups (groups
tested with interrupted speech with or without filler noise
and with feedback, and groups tested with or without filler

TABLE I. Experimental procedure, shown for the silence group (SG), the noise group (NG), the silence group without feedback (SGnoF), and the noise group

without feedback (NGnoF) during training sessions. “Num” represents the number of participants. “B1 & B2” and “A1 & A2” denote the measurements before
and after the 5 training sessions (T1–T5), respectively. “N” and “S” denote testing with CI simulations of interrupted sentences with and without the filler
noise, respectively. The SGnoF and NGnoF were tested without feedback during the training sessions, while the SG and NG were tested with feedback. The

testing with CI simulations of the word identification in noise was performed before and after the measurements with interrupted sentences at multiple SNRs.

Speech stimuli Words in noise Interrupted sentences Words in noise

Before Before training Training After training After

Groups (SNR in dB) B1 & B2 T1–T5 A1 & A2 (SNR in dB)

SG, Num¼ 8 0, 5, 10 S & N S, feedback N & S 0, 5, 10

NG, Num¼ 8 0, 5, 10 N & S N, feedback S & N 0, 5, 10

SGnoF, Num¼ 4 0, 5, 10 S & N S, no feedback N & S 0, 5, 10

NGnoF, Num¼ 4 0, 5, 10 N & S N, no feedback S & N 0, 5, 10

FIG. 1. Intelligibility of CI simulations of interrupted speech with and with-
out filler noise. The mean percent correct scores are shown for the four
groups of participants: the silence group with (SG) and the silence group
without feedback (SGnoF) during the training sessions, the noise group with
(NG) and the noise group without feedback (NGnoF) during the training ses-
sions. The “S” (silence) and “N” (noise) conditions denote the conditions
with interrupted sentences with silent intervals or combined with filler noise,
respectively. The square symbols represent the groups tested with inter-
rupted speech without filler noise (SG and SGnoF), the triangle symbols rep-
resent the groups tested with interrupted speech with filler noise (NG and
NGnoF) during the training sessions. The filled symbols represent the scores
of the interrupted sentences with filler noise, the open symbols without the
filler noise. The black symbols with black error bars and gray symbols with
gray error bars represent the groups tested with and without the feedback in
the training sessions, respectively. The horizontal axis shows the measure-
ments before (B1, B2) and after (A1, A2) the five training sessions (T1–T5).
The error bars denote the standard error of the mean.
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noise and without feedback) improved significantly after the
training sessions (main effect of factor before and after train-
ing, F(1,22)¼ 79.8, p< 0.001, g2¼ 0.784, power¼ 1). The
effect of training on phonemic restoration benefit (hypothesis
2), defined as the increase in intelligibility of interrupted sen-
tences after the silent intervals are filled with noise (see, e.g.,
Powers and Wilcox, 1977), was investigated by comparing
the performance of S and N conditions. At the measurements
before and after training (B1, B2, and A1, A2, respectively),
no restoration benefit was observed, as the addition of filler
noise in the silent intervals did not increase the percent
correct scores significantly [main effect of addition of the
filler noise, F(1,22)¼ 0.029, p¼ 0.866, g2¼ 0.001, power
¼ 0.053]. The groups tested with the feedback (SG and NG)
performed overall better than the groups tested without feed-
back (SGnoF and NGnoF; see this improvement in the right
column in Table II). There was no significant difference
between the groups tested with or without feedback [main
effect of addition of the feedback, F(1,22)¼ 0.840,
p¼ 0.369, g2¼ 0.037, power¼ 0.142]. However, there was a
significant interaction between the factors before and after
training and the addition of feedback during training
[F(1,22)¼ 10.884, p¼ 0.003, power¼ 0.833].

The effect of training (hypotheses 1 and 2) was also ana-
lyzed by comparing performance across the training sessions
T1–T5 (the middle segment of Fig. 1). The groups tested
with feedback (SG and NG) performed overall better than
the groups tested without feedback (SGnoF and NGnoF). A
three-factor repeated measures ANOVA of these data (with
the five training sessions as within-subjects factors, and the
addition of the filler noise and the addition of feedback dur-
ing training as the between-subjects factor) shows a signifi-
cant effect of training in general on intelligibility [main
effect of factor training sessions, F(4,17)¼ 4.772, p¼ 0.009,
g2¼ 0.209, power¼ 0.878]. The groups tested without feed-
back scored significantly less than the groups tested with
feedback [main effect of feedback F(1,20)¼ 19.8, p< 0.001,
g2¼ 0.496, power¼ 0.988]. The addition of filler noise did
not influence the performance [main effect of factor the addi-
tion of the filler noise, F(1,20)¼ 1.636, p¼ 0.215,
g2¼ 0.076, power¼ 0.230]. There were no significant inter-
actions between factors.

B. Speech audiometry

Figure 2 shows the results of speech audiometry. The
mean percent correct scores are shown for the identification

of CI simulated words presented in noise before and after the
measurements with CI simulated interrupted sentences (left
and right panels, respectively), as a function of SNRs and for
all groups tested. The performance improved significantly
with a more favorable SNR for all groups. This was con-
firmed with a four-factor repeated measures ANOVA, with
before and after training and SNR as within-subjects factors,
and the addition of filler noise during training (SG, SGnoF
vs NG, NGnoF) and addition of feedback during training
(SG, NG vs SGnoF, NGnoF) as the between-subjects factors
[main effect of SNR, F(2,19)¼ 28.9, p< 0.001, g2¼ 0.680,
power¼ 1]. The training with interrupted sentences did not
increase the intelligibility of words in noise, as there was no
main effect of training [main effect of factor before and after
training, F(1,20)¼ 0.373, p¼ 0.548, g2¼ 0.018, power-
¼ 0.090]. The word identification by the two noise groups,
NG, NGnoF, did not differ significantly from the two silence
groups, SG and SGnoF [main effect of factor the addition of
filler noise during training, F(1,20)¼ 0.332, p¼ 0.571,
g2¼ 0.016, power¼ 0.085], and so did the word identifica-
tion between the two groups tested with feedback, SG, NG,
and the two groups tested without feedback, SGnoF, NGnoF
[main effect of the addition of feedback, F(1,20)¼ 0.002,

TABLE II. The mean percent correct scores before and after training. The left and middle columns show the percent correct scores before (B1, B2) and after

(A1, A2) training, for the groups tested with feedback (SG, NG) and tested without feedback (SGnoF, NGnoF) during the training sessions. “N” and “S” refer
to testing conditions with and without filler noise in the sentences interruptions, respectively. The right column shows the improvement in the S and in the N
conditions.

Groups

Percent correct scores before training (%) Percent correct scores after training (%) Improvement (%)

B1 B2 A1 A2 S N

SG (n¼ 8) S, 16.9 N, 20.7 N, 39.1 S, 38.5 21.6 18.3

NG (n¼ 8) N, 17.5 S, 21.9 S, 32.8 N, 36.0 10.8 18.5

SGnoF (n¼ 4) S, 23.1 N, 28.2 N, 34.3 S, 32.5 9.4 6.1

NGnoF (n¼ 4) N, 15.7 S, 22.7 S, 28.2 N, 26.6 5.5 10.9

FIG. 2. The mean percent correct scores for the word-in-noise identification
measurements. The mean percent correct scores shown for the word-in-noise
identification measurements of the CI simulated consonant-vowel-consonant
words presented in noise, for the four different listeners groups and at differ-
ent SNRs. The dark and the light gray squares represent the results from the
silence group with (SG) and the silence group without feedback (SGnoF) dur-
ing the training sessions, respectively. The dark and the light triangles repre-
sent the results from the noise group with (NG) and noise group without
feedback (NGnoF) during the training sessions, respectively. The left and
right panels show the results before and after the measurements and training
sessions, respectively. The error bars denote the standard error of the mean.
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p¼ 0.961, g2< 0.001, power¼ 0.050]. There were no signif-
icant interactions between factors.

IV. DISCUSSION

Benard and Başkent (2013) have previously shown that
intelligibility of interrupted speech can improve with intensive
training, indicating more effective use of top-down repair
mechanisms after training than before. This effect was shown
in a young NH population and with no further degradations
applied to the interrupted speech. In this study, we hypothe-
sized that such improvement would also be observed with
simulations of CI speech, which could in return potentially
lead to new training programs for CI users. Such an approach,
namely using distorted speech as training materials to specifi-
cally induce more active involvement from top-down mecha-
nisms of speech perception, has not been directly used before
in training programs developed for CI users (Davis et al.,
2005; Fu et al., 2005; Hervais-Adelman et al., 2008;
Ingvalson et al., 2013; Loebach and Pisoni, 2008; Nogaki
et al., 2007; Oba et al., 2011; Smalt et al., 2011; Stacey et al.,
2010; Zhang et al., 2012). Given that CI users greatly suffer
from difficulties understanding speech degraded in any form,
either due to background noise (Fu and Nogaki, 2005;
Stickney et al., 2004), or due to interruptions (Bhargava et al.,
2014; Nelson and Jin, 2004), such training could potentially
be of great help to this patient population.

Confirming our main hypothesis, NH listeners tested with
CI simulations increased their performance significantly as a
result of training. In the beginning, intelligibility of tempo-
rally interrupted and CI simulated sentences was very low,
almost at floor level, in line with studies with interrupted
speech with CI simulations or actual CI users where listeners
were acutely tested (Başkent and Chatterjee, 2010; Başkent,
2012; Chatterjee et al., 2010). Training increased the perform-
ance significantly, even doubling the initial baseline perform-
ance in some conditions, and perhaps more importantly,
pulling the performance level further away from floor. In a
real life situation, such a learning effect could have substan-
tially positive consequences for speech communication.

In comparison to the previous study by Benard and
Başkent (2013), we observed that the learning rate of the
present study was somewhat faster. This can be explained on
account of the unfamiliarity with the degradations imposed
by both CI simulations and temporal interruptions (in con-
trast to interruptions alone of the previous study). The fast
learning of CI simulations of interrupted speech in NH lis-
teners might imply that CI users may potentially be taught to
use the top-down cognitive and linguistic mechanisms more
efficiently to enhance intelligibility of interrupted speech,
for example, due to fluctuating background noise. Further
research with CI users is needed to confirm these potential
benefits more confidently.

Benard and Başkent (2013) had observed that repeated
testing with feedback produced stronger and faster learning
than repeated testing without feedback. In the present study,
no such strong effect of feedback was observed when the
groups tested with feedback (SG, NG) and without feedback
(SGnoF, NGnoF) were directly compared; however, the

statistical analysis for this comparison was also underpow-
ered (power¼ 0.142). On the other hand, there was a signifi-
cant interaction between the factors of speech score before
and after training, addition of filler noise, and feedback (with
power¼ 0.833), suggesting that the interpretation of these
isolated effects alone might be incomplete. Given that there
was no restoration benefit (i.e., no effect of adding the filler
noise per se), this interaction may still indicate a small effect
of providing feedback. In support of this idea, Loebach et al.
(2010) previously showed that a combined visual and audi-
tory feedback that allowed the participant to read the sen-
tence (visual) while the degraded sentence was played back
(auditory) was more efficient than presenting spectrally
intact auditory feedback alone. These observations are good
news for CI users, as an un-degraded auditory feedback
would not be possible in their case, but a more realistic feed-
back with visual text display as well as playback of uninter-
rupted speech materials could still be useful.

A second hypothesis was that, even though it did not
exist in the initial baseline conditions, a restoration benefit
could appear during training. More specifically, training
with the two types of interrupted speech stimuli would teach
listeners to use high-level cognitive mechanisms more effec-
tively to learn to derive a restoration benefit of filler noise
(Başkent et al., 2009; Benard and Başkent, 2013; Repp,
1992; Srinivasan and Wang, 2005; Verschuure and Brocaar,
1983). The initial lack of restoration benefit was in line with
previous studies that used a similar configuration with CI
simulations of interrupted speech presented to NH listeners
(Başkent, 2012; Chatterjee et al., 2010) or with actual CI
users [Bhargava et al. (2014); only at longer speech seg-
ments some restoration benefit was observed]. The repeated
measures three-factor ANOVA used (with before and after
training and the addition of the filler noise as two within-
subjects factors, and the addition of feedback as the
between-subjects factor), showed that the application of a CI
simulation to interrupted speech prevented participants to
benefit from filler noise also during and after training, even
though overall intelligibility performance increased. Benard
and Başkent (2013) showed in their study with comparable
design, but without spectrally degraded stimuli, statistically
significant restoration benefits of the filler noise (effect size
f¼ 0.97). Based on their study, a significant restoration bene-
fit of the filler noise after training was a priori expected with
the present sample size of 24 participants (expected effect
size f¼ 0.60). However, a post hoc power analysis of the
three-factor repeated measures ANOVA showed a very low
effect size (f¼ 0.04), which means that only an unrealisti-
cally large number of participants (> 4000) would make a
significant difference between the silence and the noise con-
ditions after training. This suggests that the lack of an
observed restoration benefit is a real and valid finding and
not a result of the relatively low number of participants. As
discussed by Başkent (2012) and Bhargava et al. (2014), a
weak or non-existent restoration benefit observed in CI lis-
teners or CI simulations implies that the top-down repair
mechanisms can fail to be helpful depending on the type of
degradations that occur in the speech signals. In the present
study, such degradations were caused by the noiseband
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vocoder, and the processed speech signals were noisy due to
the nature of the specific simulation method used. It is likely
that in this situation, the brain attributes (parts of) the filler
noise to the speech, perceiving them wrongfully as speech
cues. This, in turn, could lead to the activation of the incor-
rect lexical candidates (Bhargava et al., 2014; Srinivasan
and Wang, 2005). This observation with CI simulations
implies that how well a CI user can take advantage of high-
level restoration mechanisms is likely highly dependent on
the characteristics of the speech signal that is transmitted by
their device. In support of this idea, Bhargava et al. (2014)
observed that the CI users who performed better with their
CI device for speech intelligibility in general were also more
likely to show a restoration benefit.

Overall, the intensive training increased intelligibility of
interrupted speech with and without filler noise, implying that
listeners indeed made better use of the speech cues in the audi-
ble speech portions. However, it did not revive the restoration
benefit, hinting that when the combination of degraded speech
with filler noise creates misleading speech cues, these can per-
haps not be overcome with training. Further research is needed
to test the potential explanation that the brain interprets the fil-
ler noise as erroneously speech in noiseband vocoded simula-
tions, and that perhaps less noisy CI simulations would yield a
restoration benefit. This can be achieved, for example, by using
different methods of CI simulation, such as simulating electric-
acoustic stimulation (EAS) or sinewave vocoding. Sinewave
vocoding can provide, for example, stronger pitch cues com-
pared to noiseband vocoder, which can make a significant dif-
ference in pitch-related tasks such as gender identification or
categorization of the speaker (Fuller et al., 2014; Gonzalez and
Oliver, 2005). It is not yet clear if and what effect it would
have on phonemic restoration.

A third hypothesis was about speech audiometry. This
test was conducted to investigate if improvements with the
specific paradigm of using interrupted sentences could also
be captured with standard clinical tests that use much sim-
pler speech materials, such as words. The participants per-
formed better with word-in-noise identification with CI
simulation, as expected, in more favorable SNRs. However,
the performance did not significantly increase after the inten-
sive training with the interrupted and spectrally degraded
sentences. This finding is not entirely unexpected, as, while
a widely used test in clinics, the word identification in steady
background noise would not be the most appropriate test to
specifically explore the potential benefits from training with
interrupted sentences. Teaching listeners to make use of au-
dible speech segments would perhaps be more relevant to
situations with fluctuating background noise, instead of a
steady one, as in this situation listeners would have access to
audible segments of speech when the noise level is low
(Cooke, 2006). These could then be used to construct the
message, a task similar to the one used in understanding in-
terrupted speech. Further, for the increase in performance of
the sentences the participants perhaps have learned to make
better use of sentence context, which is not available in iso-
lated words (Bronkhorst et al., 1993; Grossberg and
Kazerounian, 2011; Sivonen et al., 2006; Verschuure and
Brocaar, 1983). Because the word test was selected to

represent typical speech audiometry, the results imply that if
a CI training program were implemented based on the pres-
ent study, a clinical word-in-noise test very likely would not
reflect the learning effects from such training. A sentence
identification test with a fluctuating background noise could
be a more appropriate choice.

To conclude, even though restoration benefit was not
revived and the learning effect was not transferred to speech
audiometry, training still provided a robust and large increase
(10.8 to 21.6 percentage points with feedback and 5.5 to 10.9
percentage points without) in overall intelligibility of inter-
rupted speech with or without filler noise. Based on this strong
learning effect with CI simulations in NH listeners and the fact
that the CI users have to deal with interrupted speech in daily
life due to non-optimal listening conditions, we propose that
the perceptual learning of interrupted speech could potentially
be a useful direction for further research in developing training
programs for CI users. To date, previous training studies with
CI users or simulations of CIs have not been designed to partic-
ularly make use of high-level restoration mechanisms (Davis
et al., 2005; Fu et al., 2005; Hervais-Adelman et al., 2008;
Ingvalson et al., 2013; Loebach and Pisoni, 2008; Nogaki
et al., 2007; Oba et al., 2011; Smalt et al., 2011; Stacey et al.,
2010; Zhang et al., 2012). The significant improvement in
intelligibility observed in the present study suggests that train-
ing with interrupted speech likely does that, and enforces lis-
teners to rely on top-down repair to fill in for the inaudible
speech parts to enhance intelligibility. Such a skill could be
useful in the real life listening conditions where speech is com-
monly interrupted by dynamic background maskers and its
message needs to be reconstructed for robust communication.
The reduced spectral resolution and temporal fine structure in
CI sound transmission can make it more difficult for CI users
to use top-down mechanisms in enhancing intelligibility of in-
terrupted speech (Başkent, 2012; Bhargava et al., 2014).
Therefore, improving the sound transmission in CI devices
combined with effective training programs could help CI users
to better understand speech in noise (Başkent, 2012; Fu and
Galvin, 2003, 2008; Stacey and Summerfield, 2008).
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Bhargava, P., Gaudrain, E., and Başkent, D. (2014). “Top-down restoration
of speech in cochlear-implant users,” Hear. Res. 309, 113–123.

Bosman, A. (1989). “Speech perception by the hearing impaired,” Ph.D. the-
sis, University of Utrecht, The Netherlands, pp. 101–132.

Bosman, A., and Smoorenburg, G. F. (1995). “Intelligibility of Dutch
CVC syllables and sentences for listeners with normal hearing
and with three types of hearing impairment,” Int. J. Audiol. 34,
260–284.

Bregman, A. S. (1994). Auditory Scene Analysis—The Perceptual
Organization of Sound (MIT press, Cambridge, MA), pp. 345–934.

Bronkhorst, A. W., Bosman, A., and Smoorenburg, G. F. (1993). “A model
for context effects in speech recognition,” J. Acoust. Soc. Am. 93,
499–509.

Chatterjee, M., Peredo, F., Nelson, D., and Başkent, D. (2010).
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